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1. Introduction

Convection patterns in the Earth’s mantle depend strongly on how physical properties are modified by the pressure-induced phase changes that take place in the transition zone, i.e., between 410 and 670 km depth. After a long debate on whether mantle convection was double- or single-layered, current models tend to favor a single-layer convection in which the transition zone behaves as a more or less permeable barrier. Indeed, geodynamical models show that, because of its negative Clapeyron slope [Akaogi et al., 1989], the ringwoodite to perovskite + magnesiowustite phase change at the base of the transition zone slows material transfer across the transition zone, leading to intermittently layered convection [Christensen and Yuen, 1985; Machetel and Weber, 1991]. This convection style, in between whole mantle and layered convection, may explain, for instance, that some slabs, like the Marianas and Java, plunge steeply across the transition zone, penetrating promptly into the lower mantle, whereas others, like the Japan, southern Kurile, and Izu-Bonin, are deflected within the transition zone [van der Hilst et al., 1991]. Partially (or locally) layered convection also reconciles dynamic topography predicted in mantle circulation models with observations [Thoraval et al., 1995; Cadek and Fleitout, 1999].

Knowledge of flow patterns within the transition zone layer is thus essential to constrain the structure of mantle circulation. Seismic anisotropy observations are undoubtedly the best tool to image flow patterns in the deep Earth, since anisotropy, as in the upper mantle, may result from strain-induced crystal-preferred orientation (CPO) of elastically anisotropic minerals. Seismic anisotropy in the transition zone at a global scale was first suggested by a joint analysis of body wave travel times and free oscillation frequencies [Montagner and Kennett, 1996], which showed that these data may be reconciled by a weak radial anisotropy in the transition zone. This anisotropy is characterized by higher velocities of horizontally propagating compressional waves (PH) and horizontally polarized shear waves (SH) relatively to vertically propagating compressional waves (PV) and vertically polarized shear waves (SV), respectively. Faster
propagation of \( SH \) waves in the transition zone beneath oceans is also suggested by probability density functions for radial anisotropy obtained from Love and Rayleigh phase velocity models [Beghein and Trampert, 2004]. In contrast, these data suggest that \( PV \) waves tend to propagate faster than \( PH \) beneath tectonically active regions. Additional evidence for an anisotropic transition zone comes from global surface wave dispersion measurements for Love wave overtones that imply azimuthal anisotropy for both vertically and horizontally polarized shear waves in the transition zone, the former displaying a higher anisotropy (up to 2\%) than the latter [Trampert and van Heijst, 2002].

[4] Anisotropy in the transition zone is also evidenced by regional studies that analyze the polarization anisotropy of shear waves turning within the transition zone beneath northern Australia and within the northern Tonga subduction [Tong et al., 1994; Chen and Brudzinski, 2003]. Both data sets show horizontally polarized shear waves (\( SH \)) arriving 2–3 s earlier than vertically polarized shear waves (\( SV \)). In contrast, comparison between \( SKS \) and local \( S \) splitting data beneath various North Pacific subduction zones shows that vertically propagating shear waves generally do not detect seismic anisotropy in the transition zone, except for weak anisotropy in the 410–520 km depth range beneath the South Kurils [Fouch and Fischer, 1996]. Finally, azimuthal anisotropy in the deep transition zone beneath Eurasia is also suggested by analysis of compressional to shear wave conversions [Vinnik and Montagner, 1996].

[5] Within the volumetrically important mineral phases in the transition zone (wadsleyite, ringwoodite, and garnet), wadsleyite, which is the dominant mineral phase between 410 and 520 km depth, displays the strongest intrinsic elastic anisotropy [Mainprice et al., 2000]. At transition zone pressures, the wadsleyite crystal shows 11–13\% propagation anisotropy for shear waves and compressional waves, respectively [Zha et al., 1997; Sinogeikin et al., 1998]. However, seismic anisotropy will only be observed if deformation in the transition zone leads to the development of coherent crystal preferred orientations of wadsleyite at the length scales sampled by seismic waves, i.e., at least several hundreds of kilometers for surface waves. Moreover, crystal preferred orientations may result in a large-scale seismic anisotropy pattern that significantly differs from the single-crystal one. Finally, layered structures or oriented inclusions of materials with contrasting elastic properties may also produce seismic anisotropy. Deduction of flow patterns from seismic anisotropy data is therefore not straightforward.

[6] For the upper mantle, forward modeling of development of crystal preferred orientations and seismic anisotropy in response to a given flow process has proven successful in constraining the interpretation of seismological observations in terms of mantle deformation [Ribe, 1989; Chastel et al., 1993; Blackman et al., 1996; Tommasi, 1998; Tommasi et al., 1999; Kaminski and Ribe, 2002]. This approach can now be used to unravel flow patterns in the deep mantle. Recent technological developments allow deformation experiments on mantle materials to be performed at transition zone temperature and pressure conditions [Bus sod et al., 1993; Cordier and Rubie, 2001; Durham et al., 2002]. These experiments provide essential information on flow mechanisms of the transition zone and lower mantle mineral phases. Transmission electron microscopy on wadsleyite polycrystals deformed in compression and simple shear in multianvil apparatus showed dislocations in glide configuration as well as subgrains, suggesting deformation by dislocation creep [Dupas et al., 1994; Sharp et al., 1994; Dupas-Bruzek et al., 1998; Thurel and Cordier, 2003; Thurel et al., 2003a]. Early experiments, which associated olivine to wadsleyite transformation under nonhydrostatic stress and deformation, suggested that wadsleyite may deform by glide on \([100]\{010\}, \{100\}021\), and \(1/2\{111\} \) systems [Dupas et al., 1994; Sharp et al., 1994; Dupas-Bruzek et al., 1998]. A recent extensive large angle convergent beam electron diffraction (LACBED) analysis of dislocation structures on wadsleyite polycrystals deformed at 14 GPa and 1300\°C improved the determination of the active slip systems [Thurel et al., 2003b]; under transition zone conditions wadsleyite deforms mainly by slip on \([100]\{0kl\} \) and \(1/2\{111\} \{101\} \) systems (Figure 1).

On the basis of these data, we use polycrystal plasticity simulations to predict the evolution of crystal preferred orientations (CPO) as a function of strain and then evaluate the strain-induced seismic anisotropy in the upper transition zone.

2. Strain-Induced Wadsleyite Crystal Preferred Orientations

[7] Development of crystal preferred orientations (CPO) in wadsleyite polycrystals is simulated using a viscoplastic
self-consistent (VPSC) model [Lebensohn and Tomé, 1993]. In this model, as in all polycrystal plasticity approaches, CPO evolution is essentially controlled by the imposed deformation, the initial texture (crystal preferred and, to a lesser extent, shape preferred orientation), and the active slip systems. The latter depend on the mineral structure, but also on the temperature and pressure conditions, which control their relative strength or critical resolved shear stress (CRSS). Extensive testing on metallic alloys [Lebensohn and Tomé, 1993; Logé et al., 2000], halite [Lebensohn et al., 2003], as well as on highly anisotropic minerals, such as calcite [Tomé et al., 1991], olivine [Wenk et al., 1991; Tommasi et al., 2000], and clinopyroxene [Bascou et al., 2002], shows that this model produces robust CPO predictions.

[s] In contrast to classical lower or upper bound approaches, which impose respectively homogeneous stress [Sachs, 1928] or strain [Taylor, 1938] within the aggregate, the VPSC approach allows both the microscopic stress and strain rate to differ from the corresponding macroscopic quantities. Strain compatibility and stress equilibrium are ensured only at the aggregate scale. At the grain scale, deformation is homogeneous. It is accommodated by dislocation glide only. The shear rate in a slip system \( s \) is related to the local deviatoric stress tensor \( \mathbf{s} \) by a viscoplastic law:

\[
\dot{\gamma}^s = \gamma_0 \left( \frac{\tau_{\|}^s}{\tau_0^s} \right)^n, 
\]

where \( \gamma_0 \) is a reference strain rate, taken as \( 1 \text{ s}^{-1} \), and \( n^s \), \( \tau_{\|}^s \), and \( \tau_0^s \) are respectively the stress exponent, the resolved shear stress, and the CRSS for the system \( s \), whose orientation relative to the macroscopic axis is expressed by its Schmid tensor \( \mathbf{r}^s \).

[9] The problem lies in the calculation of a microscopic state \((\mathbf{s}, \dot{\mathbf{e}})\) for each grain, whose volume average determines the response of the polycrystal \((\mathbf{E}, \mathbf{D})\). The “one-site” approximation [Molinari et al., 1987; Lebensohn and Tomé, 1993] is used in the anisotropic VPSC formulation; interactions between neighboring grains are hence not taken into account. Interactions between each grain and its surroundings are replaced by the interaction between an inclusion with the same lattice orientation and an infinite homogeneous equivalent medium (HEM), whose behavior is the volume weighted average of the grain’s behavior. This leads to:

\[
\dot{\mathbf{e}}_{\text{ave}} - D_{\dot{\mathbf{e}}} = -\alpha M_{\text{ijkl}}(S_{\text{ave}} - \Sigma_{\text{ave}}),
\]

where \( \mathbf{M} \) is the interaction tensor and \( \alpha \) is a constant used to parameterize the interaction between grains and the HEM; \( \alpha = 0 \) corresponds to the upper bound model (homogeneous strain), \( \alpha = 1 \) is the classical self-consistent model, used in the present simulations (linear relationship between volume averaged stress and strain rate), and \( \alpha = \infty \) corresponds to the lower bound model (stress equilibrium).

[10] In the present study, we investigate the evolution of wadsleyite CPO for an end-member deformation regime: simple shear. Actual flow in the transition zone is most likely three-dimensional, but regions submitted to large deformations probably display a strong shear component, whose orientation (horizontal or steeply dipping) will depend on the large-scale convection pattern. We also performed simulations in transpression (transension), in which we add a weak compression (extension) normal to the shear plane, in axial compression, and in axial extension to evaluate the effect of a three-dimensional deformation on the CPO evolution and on the resulting seismic anisotropy. The strain history is imposed by prescribing a constant macroscopic velocity gradient tensor \( \mathbf{L} \), which for simple shear is

\[
\mathbf{L} = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix},
\]

and a time increment, \( dt \), set to achieve an equivalent strain of 0.025 in each deformation step. The equivalent strain is defined as

\[
\varepsilon_{\text{ave}} = \int D_{\dot{\mathbf{e}}} dt,
\]

where the Von Mises equivalent strain rate is:

\[
D_{\dot{\mathbf{e}}} = \sqrt{\frac{1}{2} \mathbf{D} \mathbf{D}^T}.
\]

[11] The only tuning parameters are the active slip systems for wadsleyite, their CRSS and stress exponent. Active slip systems in wadsleyite at transition zone conditions are constrained by TEM observations on polycrystalline specimens deformed in the multianvil apparatus [Thurel et al., 2003b]. These observations point to dominant glide on [100][010], [100][001], [100][011], [100][021], and 1/2[111][101] slip systems. There is no mechanical data on wadsleyite single crystals that would provide constraints on the relative strength of these slip systems (CRSS). However, TEM observations of similar densities of [100] and 1/2[111] dislocations suggest that 1/2[111] and [100] systems must have similar activities [Thurel et al., 2003b]. We have therefore varied the relative CRSS for 1/2[111] and [100] slip systems with a maximum ratio of 1:5 (or 5:1). Since the actual stress exponent for wadsleyite is unknown, we used a standard value for dislocation creep, \( n = 3 \), in all simulations. VPSC simulations are not very sensitive to \( n \) values between 3 and 5; the main effect of increasing \( n \) is an enhancement of the CPO for a given finite strain.

[12] Figure 2 shows CPO predicted for an aggregate of initially spherical and randomly oriented 500 wadsleyite grains after a shear strain of 1 by models with various CRSS values. As observed in previous VPSC models for olivine, clinopyroxene, and garnet [Tommasi et al., 2000; Bascou et al., 2002; Mainprice et al., 2004], crystal preferred orientation predictions are robust features that depend weakly on the relative values of CRSS for individual slip systems. In most models, [100] axes tend to concentrate close to the shear direction and [001] axes are distributed in a girdle at high angle to the shear direction, with a clear maximum at 65° clockwise from the shear plane. This obliquity of the [001] maximum relative to the shear plane agrees with the
imposed dextral shear. A different pattern is only observed in model 4 that shows [100] aligned normal to the foliation (flattening plane) and [010] parallel to the lineation (main stretching direction). However, 95% of strain in this model is accommodated by glide on $1/2\{101\}$ systems (Figure 3), in disagreement with frequent observations of [100] dislocations in experimentally deformed wadsleyite crystals [Dupas et al., 1994; Sharp et al., 1994; Dupas-Bruzek et al., 1998; Thurel et al., 2003b].

In models 1 to 3, the [010] axes distribution is sensitive to the relative activity of [100] and $1/2\{111\}$ systems. In model 2, high activity of [100] systems (Figure 3) results in a girdle distribution of [010] normal to the lineation with weak maxima both normal and within the foliation. High activity of $1/2\{101\}$ as observed in models 1 and 3 results, in contrast, in a girdle distribution of [010] roughly parallel to the foliation with weak maxima at $\pm 10^\circ$ to $30^\circ$ to the lineation. It also results in a faster reorientation of [100] toward the shear direction. Varying the CRSS and hence the activity of the different slip systems (Figure 3) also modifies the strength of the [100] and [001] maxima. High activity of [100] systems, as observed in model 2, in which these systems accommodate $\sim 70\%$ of the total strain, lead to stronger concentrations of [100] relative to [001] and [010]. Similar activities of $1/2\{111\}$ and [100] systems, as observed in models 1 and 3, results in similar concentrations for all three axes. Finally, dominant slip on $1/2\{111\}\{101\}$ results in very weak alignment of [001].

TEM observations of similar densities of [100] and $1/2\{111\}$ dislocations in deformed wadsleyite crystals...
3. Predicting Strain-Induced Seismic Anisotropy in the Upper Transition Zone

[16] The three-dimensional distribution of seismic velocities in a polycrystalline aggregate may be estimated by averaging the individual grain elastic tensors as a function of the crystallographic orientations and mineralogical composition of the aggregate [Mainprice and Humbert, 1994]. Seismic properties of an aggregate of pyrolitic composition under upper transition zone conditions (60% wadsleyite, 40% garnet) were estimated using elastic constants tensors of wadsleyite [Zha et al., 1997; Sinogeikin et al., 1998] and pyrope-rich garnet [Chai et al., 1997]. Since temperature dependences of wadsleyite elastic constants are not available, seismic properties were evaluated for transition zone pressures (15–17 GPa), but ambient temperature. Yet, for most rock-forming minerals, like olivine, temperature has a strong effect on seismic velocities, but a minor influence on anisotropy [Mainprice et al., 2000].

[17] Seismic properties were evaluated for wadsleyite CPO predicted by the various models. However, since the seismic properties obtained for the different models are very similar, we only present those calculated using the CPO predicted for a shear strain of 1 by model 1, which reproduces well slip systems activities inferred from TEM observations. Garnet crystals are assigned a random orientation, because observations in naturally deformed rocks and VPSC simulations show that garnet CPO is always very weak [Mainprice et al., 2004]. Moreover, garnet is nearly elastically isotropic (Figure 5) and its main contribution is to reduce the rock anisotropy. Calculated elastic constants are shown in Table 1.

[18] Both compressional and shear waves display weak anisotropies (<2%, Figure 6). Compressional waves that propagate at low angle to the shear plane are faster than those traveling normal to it, the fastest velocities being observed for waves propagating at ~20° counter clockwise from the shear direction, in agreement with the imposed dextral shear. Shear wave polarization anisotropy is characterized by faster propagation of waves polarized at low angles to the shear direction and the largest delay times are observed for propagation within the shear plane at high angle to the shear direction. A nearly isotropic behavior (e.g., no shear wave splitting) should be recorded by shear waves propagating either parallel to the shear direction or normal to the shear plane. The propagation anisotropy of the fast and slow shear waves is characterized by contrasting velocity distribution patterns for the two polarizations. Shear waves polarized at low angles to the shear direction (S1) display a roughly tetragonal symmetry with a slow fourfold symmetry axis at a high angle to the shear plane, whereas those polarized normal to the shear direction (S2) show a fast fourfold symmetry axis at ~20° counter clockwise from the shear direction. Calculation of seismic properties using wadsleyite CPO predicted for different finite strains shows that anisotropy for both P and S waves evolves slowly with increasing strain (Figure 7). For a shear strain of 2, the P wave propagation anisotropy is 3%, the maximum S wave polarization anisotropy is 2.7%, and the propagation anisotropy of the fast and slow S waves is still lower (2.3 and 1%, respectively).

[19] It is interesting to note that, in contrast to olivine, seismic velocity and anisotropy distributions in wadsleyite polycrystals (Figure 6) do not correlate in a simple manner to the single-crystal properties (Figure 5). In the single crystal, P wave propagation is fastest parallel to the [010] axis and slowest parallel to [001]. The maximum S wave
polarization anisotropy is observed for ray paths parallel to the [110] axis, the fast \( S \) wave being polarized parallel to the [010] axis. In wadsleyite-rich polycrystals, the slowest \( P \) wave propagation is still parallel to the [001] maximum (i.e., at high angle to the shear plane), but the fastest propagation direction and the polarization of the fast \( S \) wave are not parallel to the [010] maximum but at low angle to the shear direction. This seismic velocity distribution, which probably results from the dispersion of [010] axes in the polycrystals, explains why the anisotropy of wadsleyite polycrystals is relatively weak when compared to the single-crystal properties.

Seismic velocity distributions calculated using wadsleyite CPO deformed in transtension or transpression are similar to those obtained for simple shear, but increasing pure shear leads to more axisymmetric patterns. Shortening normal to the shear plane results in high \( P \) wave velocities and \( S \) wave splitting within the foliation, i.e., in a low-velocity symmetry axis normal to the foliation. In contrast, extension normal to the shear plane produces low \( P \) wave velocities and high \( S \) wave splitting normal to the maximum stretching direction, i.e., in a high-velocity symmetry axis parallel to the lineation. However, the main characteristics of the seismic anisotropy pattern: fast propagation of \( P \) waves and polarization of the fast \( S \) wave at low angle to the shear direction remain unchanged.

4. Discussion: Seismic Anisotropy and Mantle Flow in the Transition Zone

Viscoplastic self-consistent modeling of CPO development in wadsleyite polycrystals submitted to simple shear shows that [100] axes tend to rotate toward the shear direction and [001] axes to concentrate normal to the foliation, i.e., at high angle to the shear plane. A polycrystal of pyrolitic composition (60% wadsleyite, 40% garnet) with this CPO will show a weak seismic anisotropy at transition zone conditions. Both \( P \) and \( S \) wave anisotropy patterns show an orthorhombic symmetry. However, maximum velocities as well as polarization directions of the fast split \( S \) wave are rotated counterclockwise from the shear direction, paralleling the maximum stretching direction. A similar obliquity is observed in seismic properties of olivine polycrystals estimated from VPSC simulations [Tommasi et al., 2000]. Analysis of olivine CPO evolution in simple shear experiments shows nevertheless that this obliquity is erased by dynamic recrystallization at shear strains \( >1 \) [Zhang and Karato, 1995; Bystricky et al., 1999]. However, strains achieved in high-pressure deformation experiments

Table 1. Elastic Stiffness Coefficients \( C_{ij} \) Calculated for an Aggregate of Pyrolitic Composition

\[
\begin{array}{cccccccc}
\hline
& & i & 1 & 2 & 3 & 4 & 5 & 6 \\
\hline
1 & 398.96 & 150.96 & 151.03 & & & & & \\
2 & 150.96 & 406.32 & 151.60 & 0.05 & 0.20 & & & \\
3 & 151.03 & 151.60 & 403.80 & 0.17 & 0.20 & & & \\
4 & 0.17 & 0.05 & 0.17 & 127.24 & & & & \\
5 & 0.12 & 0.20 & 0.20 & & 0.27 & 0.27 & & \\
6 & & & & & & & & \\
\hline
\end{array}
\]

\( C_{ij} \) in GPa. Pyrolitic composition: 60% wadsleyite, 40% garnet.
on wadsleyite polycrystals are still too low to produce dynamic recrystallization, making any inference on the effect of this process on wadsleyite CPO evolution highly speculative.

[22] Analysis of seismological observations of anisotropy in the transition zone in the light of the present model results may constrain the geometry of flow in the upper transition zone. Indeed, only horizontal shearing results in faster velocities both for horizontally propagating compressional waves (PH) and for horizontally polarized shear waves (SH) as observed by [Montagner and Kennett, 1996; Beghein and Trampert, 2004]. Analysis of Figure 8a shows that horizontal shearing also produces azimuthal anisotropy patterns for horizontally propagating S waves similar to those inferred from Love wave overtone data [Trampert and van Heijst, 2002]: anisotropy for vertically polarized shear waves (SV) is twice as strong as the one observed for horizontally polarized shear waves (SH). Moreover, SV and SH velocity variations display 180° and 90° periodicities, respectively, in good agreement with the observed 2ψ and 4ψ dependences for SV and SH azimuthal anisotropy, respectively [Trampert and van Heijst, 2002]. Inclination of the shear plane (≤25°) from horizontal does not modify significantly the S wave azimuthal anisotropy pattern (Figure 8a). On the other hand, shearing on steeply dipping planes induces opposite periodicities for SV and SH velocity variations (Figure 8b). Modeled anisotropy amplitudes (<1% for SV) are significantly weaker than those inferred from Love wave overtone data (up to 2%). However, amplitudes are poorly constrained in these inversions [Trampert and van Heijst, 2002], hindering an interpretation of this misfit in terms of higher strain or of an additional contribution to the measured seismic anisotropy.

[23] A horizontally sheared upper transition zone would be seen as an isotropic medium by vertically propagating shear waves, such as SKS. In contrast, horizontally propagating S waves will be split with SH faster than SV, in agreement with observations using S waves turning in the transition zone beneath northern Australia and within the northern Tonga subduction zone [Tong et al., 1994; Chen and Brudzinski, 2003]. Both data sets show horizontally polarized shear waves (SH) arriving 2–3 s earlier than vertically polarized shear waves (SV). These delay times may be explained by 1–1.5% anisotropy in the upper transition zone [Chen and Brudzinski, 2003], in good agreement with model predictions of 0.7 to 1.7% polarization anisotropy for S wave propagating parallel to the shear plane.

[24] On the other hand, steeply dipping flow in the vicinity of tectonically active regions may explain observations that point to faster propagation of PV [Beghein and Trampert, 2004] or to a weak contribution of the transition zone to SKS splitting near the South Kurils subduction [Fouch and Fischer, 1996]. However, even in this case, the maximum delay time that a vertically traveling shear wave may accumulate in its 100 km long path in the upper transition zone is roughly 0.2 s. This value is at the resolution level for SKS and SKKS splitting data, probably explaining why studies using these phases find little evidence for anisotropy in the transition zone.

[25] Seismological observations of anisotropy in the transition zone may therefore be explained by wadsleyite CPO
produced by dominant horizontal shear in the transition zone, steeply dipping flow across the transition zone being limited to the vicinity of tectonically active regions. Dominant horizontal shearing in the transition zone suggests that this layer acts as a boundary layer in the mantle convection system. The flow pattern inferred from seismic anisotropy data using our model predictions is therefore in good agreement with seismic tomography data [Gorbatov and Kennett, 2003] and convection models [Machetel and Weber, 1991; Brunet and Machetel, 1998; Brunet and Yuen, 2000] that show that phase changes in the transition zone hamper material across the transition zone. Phase change locations depend on the local temperature and pressure through the Clapeyron slopes. The kinetics of the reactions, which may lead to persistence of metastable phases, is introduced as a delay time to phase change to occur [Thoraval and Machetel, 2000]. Analysis of the tangential to radial velocity ratios at various depths in these models shows that allowing for phase changes at 410 and 670 km strongly enhances tangential flow in the transition zone (Figure 9). Average tangential (horizontal) velocities are two to three times higher than radial (vertical) ones in the upper transition zone. An independent constraint on these results is that the model with self-consistent phase changes retrieves both the observed geoid and low-amplitude dynamic topography, while the model with solely a viscosity jump predicts anomalously high dynamic topography.

5. Conclusion

[27] Forward models based on recent high-pressure experimental data on mantle minerals show that plastic deformation of wadsleyite may result in weak seismic
anisotropy in the upper transition zone. P waves propagate faster at low angle to the shear direction and slower at high angle to the shear plane. S wave anisotropy is characterized by faster propagation of waves polarized subparallel to the shear direction. The azimuthal anisotropy of two S wave polarizations depends strongly on the propagation direction. Horizontal shearing results therefore in higher velocities for horizontally propagating P waves (PH) and horizontally polarized S waves (SH), as well as in weak azimuthal variation of SV and SH velocity, characterized by faster propagation of SV and SH parallel and normal to the flow direction, respectively. On the other hand, vertical flow leads to higher velocities for vertically propagating P waves (PV) and vertically polarized S waves (SV) and to a weak azimuthal variation of SV velocity with the fastest propagation normal to the shear plane. Although these models only consider deformation by dislocation glide and simple flow patterns, they may explain seismological observations of anisotropy in the transition zone if this layer deforms dominantly by horizontal shear, with steeply dipping flow limited to the vicinity of tectonically active regions. Such a flow pattern is coherent with seismic tomography data and geodynamic models that show that phase changes in the transition zone hamper, but do not completely block material transfer across the transition zone. Convergence between flow patterns inferred using independent methods suggests that the present models provide good constraints on the relation between deformation and anisotropy in the upper transition zone. Further developments on high-pressure experimental techniques will allow to test these predictions and to assess the effect of other deformation mechanisms like dynamic recrystallization on the wadsleyite CPO evolution and hence on the seismic anisotropy patterns in the transition zone.
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